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About H&R Block

The largest consumer tax services company in the U.S., H&R Block in 
2004 served 19.2 million clients at more than 10,000 retail offices in the 
U.S. and online. 

Its investment products and services include traditional brokerage 
services, as well as annuities, insurance, fee-based accounts, online 
account access, equity research and focus lists, model portfolios, asset 
allocation strategies, and other investment tools and information. In 
addition, it originates mortgage loans, services nonprime loans, and 
sells and securitizes mortgage loans and residual interests. 

Further, the company offers accounting, tax, and consulting services to 
middle-market companies. These services include wealth management, 
retirement resources, payroll services, corporate finance, and financial 
process outsourcing. 

The S&P 500 company was founded in 1946 and is headquartered in 
Kansas City, Missouri. 



New Data Center – High Availability

Power from 2 different Kansas City Power & Light Company substations
Communications facilities from IXC/LEC’s coming in from 2 separate 
conduits on different sides of the building
2 back-up generators each of which can provide all the power needed to 
the data center using a 2 day fuel supply
2 separate Uninterruptible Power Supply (UPS) systems
A primary and back-up chiller plant designed to cool the Data Center.  If 
both of these fail, the base building chiller plant can cover when needed.
A 30,000 gallon tank of water on the service level is designed to provide 
water to the chiller plant if the building loses access to city water.  Also, 
an 11,000 gallon tank on the 11th floor ensures that facilities can be 
used to allow the data center to remain occupied.



What Was Moved?

332 application environments
51 Terabytes of SAN storage
841 servers including 185 VM’s/656 physical systems,

651 Windows servers
160 HP UX servers
8 Sun Unix servers
22 appliances

Moved over 5 weekends



Windows Server Environment

651 Windows servers
Virtual Environment (full scale roll-out began in June 2005)
• ESX 2.5.3
• 185 VMs
• Windows environment is currently 28% virtual after 1 year.

Physical Environment
• HP ProLiant Servers
• 87 Blade servers (BL20p G2, BL20p G3, BL25p)
• 379 rack-mount servers (DL360, DL380s, DL385s, DL580s, DL585s, 

DL740s)



Virtual Machine Environment

At the start of the move:
Seven (7) Tier I (SAN-attached) host servers
• 140 VMs (20 VMs per physical host server)

HP DL580 G2s and DL740s (all Intel single-core)
4 processors each
28-32 GB of RAM

Seven (7) Tier II (Local Disk) host servers
• 45 VMs (7 VMs per physical host server)

HP DL380 G3s (Intel single-core) and DL385s (AMD single-core)
2 processors each
8-16 GB of RAM



Moving Physical Servers

Five weekends
6:00 pm Friday to 6:00 am Monday
Moved Servers based on Application

Move Steps
Note server attributes like IP address
Mark them with destination rack and U location
Power down servers
Uncable, pack, and physically move servers
Unpack, recable servers in new racks in new Data Center
Power on servers
• Team NICs if not teamed before
• Set up ILO
• Work with network team to make sure VLANs are correct.



Virtual Machine Environment
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Moving Virtual Machines

Move Steps
Power down servers
Copy virtual disks from old SAN to new SAN
Copy over config files and register them on new VMware host servers
Power on servers
No configuration changes needed



Virtual Machine Environment
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Moving Virtual Machines

Copying Virtual Disks
scp /vmfs/Path/File.vmdk root@NewHostServer:/vmfs/path/File.vmdk
• 6 GB OS partition 11 minutes  9 MB/sec
• 6 GB Data partition - mostly empty - 9 minutes 11 MB/sec

gzip -1 </vmfs/path/File.vmdk | ssh root@NewHostServer gunzip ">" 
/vmfs/path/File.vmdk
• 6 GB OS partition 8 minutes   12.5 MB/sec
• 6 GB Data partition - mostly empty - 5 minutes  20 MB/sec



Moving Virtual Machines

Scripting the entire process
Instead of copying each virtual disk manually, I wrote a script using 
the VMPerl API
• CopyVirtualDisks.pl

Script Input (run on the current host server)
• the name of the VM
• the name of the host server to copy to 
Script Actions:
• Found the VM’s configuration file on the current host server
• Pulled the disk label and name of each .vmdk file from the config file 

and used those as variables in the gzip command
• Unregistered the VM on its host server.



Moving Virtual Machines

Scripting the entire process
In ESX 2.x, the config files are stored locally on each host server. We 
use a cron job Perl script to back those up to a central location
• BackupConfigFiles.pl
We have a shell script that we use to recover VMs from failed host 
servers. Worked just as well during the move process.
• RecoverVM.sh
Script Input (run on the new host server)
• the name of the VM
• the name of the old host server
Script Actions:
• create a directory name /home/vmware/VMName
• Copy the saved config file to that folder
• Register the VM
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Virtual Machine Environment
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Virtual Machine Environment
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Moving Physical Servers

Physical servers all had to be taken down at the same time, so they 
could all be loaded on the truck at the same time.
Uncabling, unracking, packing, loading the truck, driving, unloading the 
truck, unpacking, re-racking, re-cabling all takes time.
Physical servers wouldn’t even be ready to be powered on until 
Saturday morning around 9:00 am (15 hours after start)
We had to hire a moving company to move and rack servers
Contract help didn’t know to properly rack servers. We had to check all 
their work, and frequently redo it.
Traffic jam on racks. Only so many people can work on a rack at a time.
Many previously unused ILOs needed to be configured.
Many previously unteamed servers had to be teamed.



Moving Physical Servers

Many servers were set at 100/Full and needed to be changed to 
Auto/Auto to take advantage of new Gigabit switches
WAN resources were limited. There was a line to get VLAN changes on 
switch ports. If a patch port wasn’t hooked up to a switch, a cable would 
need to be run which took even more time.

Even with all these bottlenecks, we invariably got all physical servers up 
and running 24 hours before our 6:00 am Monday deadline. It was a 
very successful migration.



Advantages Moving Virtual Machines

Having a set of “swing” host servers made a huge difference.
Throughout the entire move, we had the luxury of time for the host 
servers. We moved them, rebuilt them, cabled them, tested them 
during the normal business hours during the week instead of during 
the hectic move weekends.

VMotion made host servers irrelevant
We moved whatever set of VMs we wanted from the entire farm, and
then used VMotion to free up the physical host server(s) for the next 
weekend move.

Minimal checklist
Each physical server had to be cabled correctly, and network 
redundancy tested, but that was already done for the ESX host 
servers BEFORE the move weekend, instead of DURING the move 
weekend



Advantages Moving Virtual Machines

VMs are just files. 
Copying files is much more flexible than trying to coordinate moving 
multiple physical servers in a truck. I didn’t have to shut them all down 
at the same time. 
Took less than 45 minutes to move most VMs, compared to 15 hours
for all the physical servers
Many applications are redundant (multiple web servers, etc.). 
• Because of the logistics of moving physical servers, we decided to 

just move each set of physical servers as one big group each 
weekend, and just take the down-time hit. 

• VMs, on the other hand, can be moved much quicker and easier, so
we were able to shut down one web-server VM in a web-farm, move 
it over, bring it back up, and then move the next web-server VM in 
that farm, and so on. The application experienced no down-time 
because of the speed and flexibility of moving VMs.



Advantages Moving Virtual Machines

Hardware independence
VMs were moved from one type of host server to another. There was 
no need to match the host hardware.

Cost
We paid a third party vendor to coordinate the move. Packing, 
moving, unpacking, and cabling servers took dozens of workers 15
hours each weekend.
VMs were moved by running a simple script at the command-line.



Blade Servers

Much like VMware, we purchased a couple of “swing” blade chassis
But Blades were not hardware independent. We discovered some 
firmware differences between new chassis and the older blades. The 
blades would report bad drives, or overheating when it wasn’t occurring. 
Updating firmware on the blades became necessary.
After the first move, we had no VMotion to move the remaining blades 
off of blade chassis. We had to accept more down-time for the blades 
still at the old Data-Center in order to consolidate them to free up 
chassis for the new Data Center.



Blade Servers
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Implications for Disaster Recovery

The ease of moving VMs proved the portability of virtual disks
We proved that our config file backup cron job and RecoverVM.sh shell 
script could quickly and easily bring up a VM on a different host server
Hardware independence allows us to keep different (usually older) 
servers at our DR site.



Summary

VMs make up nearly 30% of H&R Block’s Windows server environment

VMs were moved more quickly than the physical servers

VMs came up without having to do any configuration changes at all.

VMs required only one engineer at a time to move all 185 servers

VMs were MUCH cheaper to move

Zero issues with VMware during this Data-Center Migration



Q&A

Q&A



Presentation Download

Please remember to complete your
session evaluation form

and return it to the room monitors
as you exit the session

The presentation for this session can be downloaded at 
http://www.vmware.com/vmtn/vmworld/sessions/

Enter the following to download (case-sensitive): 

Username: cbv_rep
Password: cbvfor9v9r 





Optional – CopyVirtualDisks.pl

#Subroutine GetVirtualDiskPaths

#  Variables
#      $ConfigFilePath

#  Returns
#      an array (@VirtualDiskPaths)

sub GetVirtualDiskPaths($ConfigFilePath)
{

#Open the config file and find the lines that reference disks
open (CONFIGFILE,"$ConfigFilePath");

@ConfigFileLines = <CONFIGFILE>;



Optional – CopyVirtualDisks.pl

#Looking for a line that looks like this - scsi0:1.present = "TRUE"
foreach $Line (@ConfigFileLines)
{
$Counter = $Counter + 1;
if ($Line =~ /scsi.:.\.present = "TRUE"/i)
{

#Check the next line to see where the disk location is    
$NextLine = $ConfigFileLines[$Counter];

#Next Line will look something like this - scsi0:1.name = "SAN-Disk4:VMName.vmdk"
#Split on the = at first

($Var1,$Var2) = split("=",$NextLine);

#Get rid of the first space
$Var2 =~s/ //i;

#Get rid of the quotes
$Var2 =~s/\"//ig;

#Get rid of any newlines
chomp($Var2);       

#Now you have something like SAN-Disk4:VMName.vmdk in $Var2. 
push (@VirtualDiskPaths,$Var2);

}
}
close CONFIGFILE;          

}



Optional – RecoverVM.sh

echo
echo "Creating /home/vmware/$1"
if mkdir /home/vmware/$1
then
echo "  Successful"

fi
echo

echo
echo "Copying $1.vmx from /shared/ConfigFileBackup/$2 to /home/vmware/$1/"
if cp /shared/ConfigFileBackup/$2/$1.vmx /home/vmware/$1/$1.vmx
then
echo "  Successful"

fi
echo

echo
echo "Registering /home/vmware/$1/$1.vmx"
if vmware-cmd -s register /home/vmware/$1/$1.vmx
then
echo "  Successful"

fi
echo


	H&R Block �– Complete Data Center Migration�A Case Study On Migrating Virtual Machines To A New Data Center  
	About H&R Block
	New Data Center – High Availability
	What Was Moved?
	Windows Server Environment
	Virtual Machine Environment
	Moving Physical Servers
	Virtual Machine Environment
	Moving Virtual Machines
	Virtual Machine Environment
	Moving Virtual Machines
	Moving Virtual Machines
	Moving Virtual Machines
	Virtual Machine Environment
	Virtual Machine Environment
	Virtual Machine Environment
	Virtual Machine Environment
	Virtual Machine Environment
	Virtual Machine Environment
	Moving Physical Servers
	Moving Physical Servers
	Advantages Moving Virtual Machines
	Advantages Moving Virtual Machines
	Advantages Moving Virtual Machines
	Blade Servers
	Blade Servers
	Implications for Disaster Recovery
	Summary
	Q&A
	Presentation Download
	Optional – CopyVirtualDisks.pl
	Optional – CopyVirtualDisks.pl
	Optional – RecoverVM.sh

