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Agenda

® Introduction

= New networking features

= Networking virtual machines
> Virtual Switch Connections
> Port Group Policies

® Networking IP Storage
> ISCSI
> NAS
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vSwitch - No Physical Adapters (Internal Only)

Each switch is an internal LAN,
iImplemented entirely in software
by the VMkernel

Provides networking for the VMs
on a single ESX Server system
only

®m Zero collisions
= Up to 1016 ports per switch
® Traffic shaping is not supported

Application
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Console

VMware
Virtualization Layer

Application
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vSwitch - One Physical Adapter

® Connects a virtual switch to one
specific physical NIC

= Up to 1016 ports available
> Zero collisions on internal traffic

m Each Virtual NIC will have its own Application | Application
MAC address Service

Console
® QOutbound bandwidth can be D
controlled with traffic shaping

VMware
Virtualization Layer
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Combining Internal And External vSwitches

Database
Service
Console

Windows
E , 2000

VMware
Virtualization Layer

® Virtual switch with one outbound
adapter acts as a DMZ

ApPp. Web ® Back-end applications are
e | Crine secured behind the firewall using
Windows | internal-only switches

3 2000
~ f.—,,:
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vSwitch — Multiple Physical Adapters (NIC Team)

Can connect to an 802.3ad
NIC team

Up to 1016 ports per switch
> Zero collisions on internal traffic

Each Virtual NIC will have its own
MAC address

Improved network performance by
network traffic load distribution

® Redundant NIC operation
® Qutbound bandwidth can be

controlled with traffic shaping

Application Application
Service

N D

VMware
Virtualization Layer
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Connections
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Network Connections

® There are three types of network connections:
> Service console port — access to ESX Server management network
> VMkernel port — access to VMotion, iISCSI and/or NFS/NAS networks
> Virtual machine port group — access to VM networks

® More than one connection type can exist on a single virtual switch, or
each connection type can exist on its own virtual switch
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Connection Type: Service Console Port

service console port
defined for this
virtual switch

Management LAN
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Connection Type: VMkernel Port

VMkernel port defined
for this virtual switch

Storage/Vmotion LAN
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Connection Type: Virtual Machine Port Group

Virtual
NICs

Virtual machine port
groups defined for
these virtual switches

Physical
NICs

Production
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Defining Connections

® A connection type is specified when creating a new virtual switch
®m Parameters for the connection are specified during setup
® More connections can be added later

vl Add Metwork Wizard

Connection Type
Mebworking hardware can be partitioned to accommodate each service requiring conneckiviky,

Connection Type
Mebwork Access —Connection Types
Connection Setkings
Summary

=" wirtual Machine

Add a labeled netwark bo handle wirtual machine netwark kraffic.
" ¥rkernel

The YMkernel TCPIIP stack handles kraffic For the Following ESE services: WMation, 5251, and RMFES.

" Service Console

Add support Far host management traffic.,
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Naming Virtual Switches And Connections

Yirkual Swiktch: wSwitchi

. . Yirtual Machine Port Graup Physical Adapters
= All virtual switches are M Hetwork @ B vrnic0 1000 Ful

known as vSwitch#

Setvice Consale Port

u Every port or port group = Service Console g
has a network label wawifQ 1 192,168,31.54

® Service console ports are

known as vSwi T#
YWirtal Switch: wSwitchl

Yirtual Machine Port Graup Physical Adapters
Production E& vronicl 100 Ful

Virkual Switch: wSwitchz

Yhkemel Part Physical Adapters
"I yMation E® vmricz 1000 Ful
10.1.1.4

Service Consale Por
Service Console 2
wawifl 0 10,1.1,104
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Policies
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Network Policies

® There are four network policies:
> VLAN
> Security
> Traffic shaping
> NIC teaming
Policies are defined
> At the virtual switch level
» Default policies for all the ports on the virtual switch
> At the port or port group level

« Effective policies: Policies defined at this level override the default
policies set at the virtual switch level
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Network Policy: VLANSs

= Virtual LANs (VLANS) allow the creation of multiple logical LANs within
or across physical network segments

® VLANS free network administrators from the limitations of physical
network configuration

® VLANS provide several important benefits

> Improved security: the switch only presents frames to those stations in
the right VLANS

> Improved performance: each VLAN is its own broadcast domain
> Lower cost: less hardware required for multiple LANs
m ESX Server includes support for IEEE 802.1Q VLAN Tagging
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Network Policy: VLANs (2)

® Virtual switch tagging

> Packets leaving a VM are
tagged as they pass though the
virtual switch

> Packets are cleared (untagged)
as they return to the VM vmkernel

> Little impact on performance

Physical NIC

Physical Switch

Trunk Port

VMWORLD 2006




Network Policy: Security

® Administrators can configure Layer 2 Ethernet security options at the
virtual switch and at the port groups

There are three

security policy

exceptions:
Farts | Metwork Adapters |

> Promiscuous Fort Group Properties
Configurakion | aurnmary
Mode

wSiikch 24 Ports
> MAC AddreSS Production Wirtual Machine ... YLAR D

Changes

> FOrged _ General  Security |TraFFi|: Shaping I MIC Teaming I
Transmits

Metwork, Label:

— Palicy Exceptions

Praomiscuous Mode:

v
MAC Address Changes: v

Faorged Transmits: v
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Network Policy: Traffic Shaping

= Network traffic shaping is a mechanism for controlling a VM’s outbound
network bandwidth

® Average rate, peak rate, and burst size are configurable

A

Peak bandwidth

Average bandwidth

=
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3
=
o
S
S
o
=
=
S
o
oS
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S
o

>

Burst size = bandwidth x time
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Network Policy: Traffic Shaping (2)

= Disabled by default

® Can be enabled for Parts | Network Adapters |
the entire virtual Configuration [Summary | i it
switch vSwitch 24 Parts e Lol

> Port group Settings Production Virtual Machine ... | YLAN ID:

override the switch

settings

® Shaping parameters

apply to each virtual
N |C in the Virtual To override a policy defined by the wirtual switch, check the box belaw,

switch Status: W Ij

Average Bandwidth: 102400 j kbps

izeneral I Security  Traffic Shaping |NIC Teaming I

—Policy Exceptions

Peak Bandwidth: 102400 j Kbps

Bursk Size: 102400 :I KE
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Network Policy: NIC Teaming

= NIC Teaming settings: production fropert

> Load BalanCI ng — Policy Exceptions
N etWO rk Fal I u re DeteCtI O n Load Balancing: I IRnute based on the originating wirtual port ID j

Metwork Failover Detection: v ILink Status anly

>

. . =
> N Otlfy SWltC h es Mokify Switches: r I\,-'ES j
< []
>

. . Ralling Failover: r o
Rolling Failover g :
F al I Ove r O rd e r [~ Cwerride wSwitch Failover arder:

Select active and standby adapters for this port group. In a Failover
situation, skandby adapters activate in the order specified belaw,

Failowver Order:

Port group settings are similar
Mame | Speed | Metwarks | Mave U

to the virtual switch settings E———
g tmtnicl Adapt 100 Full 192.1658.51.1-192,168.51 .24 oy e Do |

> Except port group failover Standby hdapter
order can override vSwitch
failover order

—Adapter Details
Mo adapter selected

Driver:

Location:
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Load Balancing: vSwitch Port-based (Default)

Virtual

Teamed
physical
NICs
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Load Balancing: Source MAC-based

Client

Client

Client

L= -

Client
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Load Balancing Method: IP-based

Client

Client

Client

L= -

Client
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Detecting And Handling Network Failure

= Network failure is detected by the VMkernel, which monitors the following:
> Link state only
> Link state + beaconing
= Switches can be notified whenever
> There is a failover event
> A new virtual NIC is connected to the virtual switch
> Updates switch tables and minimizes failover latency

® Failover is implemented by the VMkernel based upon configurable
parameters

> Failover order: Explicit list of preferred links (uses highest-priority link
which is up)

* Maintains load balancing configuration
« Good if using a lower bandwidth standby NIC
> Rolling failover -- preferred uplink list sorted by uptime
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Multiple Policies Applied To A Single Team

m Different port groups within a vSwitch can implement different
networking policies

> This includes NIC teaming policies

® Example: different active/standby NICs for different port groups of a
switch using NIC teaming

VM ports

7 8 9 10 11 12 13 14

Active Standby

A B C D E

Standby Active Standby

uplink ports Active
= F
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IP Storage
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What i1s ISCSI?

®m A SCSI transport protocol, enabling access to storage devices over
standard TCP/IP networks

> Maps SCSI block-oriented storage over TCP/IP
> Similar to mapping SCSI over Fibre Channel

= “Initiators”, such as an ISCSI HBA in an ESX Server, send SCSI
commands to “targets”, located in ISCSI storage systems

Block storage

- | |
> g - T T
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How Is ISCSI Used With ESX Server?

® Boot ESX Server from iISCSI storage

> Using hardware initiator only
®m Create a VMFS on an iISCSI LUN

> To hold VM State, ISO images, and templates
= Allows VM access to a raw iISCSI LUN

= Allows VMotion migration of a VM whose disk
resides on an iISCSI LUN
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Components of an ISCSI SAN

iSCSI Storage System

Physical hard disks

LUNs (Logical Unit Numbers)

SP (Storage Processor)

TCP/IP Network

Servers with iSCSI initiators

Targets

Initiator*

E Initiators

* Software implementation
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Addressing in an ISCSI SAN

& ) ign — iSCSI Qualified Name
ISCSI target name

ign.1992-08.com.netapp:storl

ISCSI alias
storl

IP address

192.168.36.101
- J

e )
ISCSI initiator name

Ign.1998-01.com.vmware:trainl

ISCSI alias
trainl

IP address
192.168.36.88
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How ISCSI LUNs Are Discovered

® Two discovery methods are
supported:

> Static Configuration
> SendTargets

m |SCSI device returns its target info
as well as any additional target
info that it knows about. 192.168.36.101:3260

SendTargets SendTargets
request response

ISCSI target
192.168.36.101:3260
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Multipathing With 1ISCSI

®m SendTargets advertises multiple
routes

> It reports different IP addresses
to allow different paths to the
ISCSI LUNs

® Routing done via IP network
® For the software initiator

> Counts as one network
interface

> NIC teaming and multiple
SPs allow for multiple paths

= Currently supported via mru
policy only

Sﬁftwa re
Initiator
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ISCSI Software and Hardware Initiator

ESX Server 3 provides full support for software initiators

Software Initiator Hardware Initiator

B B =
VMkernel VMkernel
iISCSl initiator
iSCSI HBA driver
TCP/IP

NIC driver ; |
iISCSIHBA
— e.g. Qlogic qla4010

NIC L e
e.g. Broadcom 5700 iSCSl initiator

TCP/IP
(TCP Offload Engine)
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Set Up Networking For ISCSI Software Initiator

® Both Service Console and VMkernel need to access the iISCSI storage
(software initiator uses vmkiscsid, a daemon that runs in the service

console)

Two ways to do this:

1. Have Service Console port and VMkernel port share
a virtual switch and be in the same subnet
wawitchZ

YMotion and IP Storage Port Metwaor: Adapters

I yMkernel @ BB vmnic0 1000 Ful
192,168,51.152

Service Consaole Por
Service Console 2
waifl ¢ 192,168.51,252

2. Have routing in place so both the Service Console port and VMkernel port can
access the storage
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Enable the Software ISCSI Client

Security Profile

Firewall

Incaming Connections
55H Server
CIM Server
_IM Secure Sert

EMC 8AM Client
CIM SLP By default, remote clientz are prevented from acceszing zervices on thiz host, and local clients are prevented from
accessing services on remote hosts,

ol Firewall Properties

Hemote Access

Oukgaing Conneckic
YWMware License To provide access to a service or client, check the coresponding box, Unless configured othermize, daemons will
YMware YirkLalc gtart automatically when aryp of ther ports are opened and stop when all of their ports are clozed.

Telnet Client | Label | Tncoming Ports | Cutgeing Ports | Protocols | Daemnn;l
EMC AAM Client CIM Secure Server 5959 TCP A
CIMSLP Wiware License Client 27000,27010 TCP MY
Svmantec Backup Exec Agent 10000-10200 TCP MG
Software 15251 Clienk 32e0 TCP AffS
Symante: MetBackup Agent 13732,137683,1372.. TP 1)

FTP Client 21 TCR MG
EMIC 8aM Client 2050-5000,8042-8.., 2050-5000,58042-8045 TP, DR rJA
Telnet Client 23 TCP {1

FTP Server 21 TCP IS

MIS Client 111,0-65535 oP, TCP rIA

MTP Client 123 LoP Stopped

| »

[ ptions... |

Zancel | Help

¥irtual Machine I
Read and write ko

User Mame:

OO00RMOOOXE

-

F
—
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Configure the ISCSI Software Adapter

Rescan...

Storage Adapters

Device I Tvpe I SAk Identifier

Smart Array bi
wrhbal

QLAZ340,/2340L
vrmhbal Fibre Channel C3I 21:00:00:e0:8b: 59 1909

i5C5I Software Adapter

Details

Block 551

Properties...

Model: IF Address:
Discovery Methods:

iS55I Mame:!
iSCSI alias: Targets:
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Configure Software Initiator: General Properties

® Enable the iISCSI initiator

«1 15CSI Initiator {¥mhba40) Properties

izeneral |D3.-'nami|: Discovety I Skatic Discovery | CHAP Authentication

—i2251 Properties
2251 name:
i5C5I alias:

Target discovery methods:

—Software Inikiator Properties

Skatus; Disabled

¥1! General Properties M=l E3 |

— Status

W Erabled

—I15C51 Properties
iSCS1 M ame:; I

iSCS1 Alias:

(] 4 I Zancel | Help |

Close | Help J/
s
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Configure Software Initiator: General Properties (2)

® The iISCSI name and alias are automatically filled in after initiator is

enabled

»1 i9C5I Initiator {vmhba40) Properties

Genetal | Dynamic Discovery I Skatic Discovery | CHAP Authentication

—i2C5] Properties
iSZ5I narnne!
5251 alias:

Target discovery methods:

igr. 1995-01 . cam.vrmware: nitrogend 1 -5663a5e:
nitrogen0 1. priv, wreduc, com

Send Targets

—Safbware Inikiator Properties

Skakus:

Enabled
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Configure Software Initiator: Dynamic Discovery

»7 15CSI Initiator (vmhba40) Properties

® |n the Dynamic
D|Scove ry tab, enter meneral  Dynamic Discovery | Skatic Discowvery | CHAP Authentication
the IP address of Send Targets - o |
eaCh target server fOI’ &itaﬁg;giz:g:?:&-?ﬂbn?;;Ilfladrlget devices directly Fram the Following iSCSI servers using
Initiator to establish a I5CST Server [ Stotes |

discovery session

All available targets PaddSend TargetsServer —— MEIE|
returned by the target

. Send Targets
server show up in the |ViSI:SI5&wer: [[82 168 10z 241

Static Discovery tab Port 260

- Authentication may need to be configured before a zession
L_~E can be establizhed with any dizcovered targets.

(] o ancel | Help

| Remave |

Close | Help L
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Configure Software Initiator: CHAP Authentication

= By default, CHAP is =t/ iSCSI Initiator {(vmhba40) Properties

d |Sab|ed iSeneral I Dynamic Discovery I Static Discovery CHAP Authentication

CHAP Authentication

. Enable CHAP and By default, use the following credentials for all iISCSI targets:
e ﬂter C HAP Nname CHAF Marne: Mok specified Configure. ..
and secret ) CHAP Authentication =] E3

— (Credentials
% se the Following CHAP crederktials
Al iSCEI kargets are authenticated using these
credentials unless oktherwise specified,

_HAP Mame: F Use initiakor name

qun. 1995-01, cam, wrmsare: niktrog

CHAP Secret: |1tsasecr3t

" Disable CHAP authentication

(04 Zancel
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Discover ISCSI LUNs

® Rescan to find new LUNs
dhiltgen-devw1 ¥™ware Host Agent, e.x.p, 19319

Summary - Witual Machinez - Resource Allocation - Perfformance - R WE0 3 UpE 5 Ewvents | Perm

M e Storage Adapters Rescan

Device | Target ID |
i5CSI Software Adapter

{2 vmhba40 [ i5CS1 iqn. 1995, .. |
53c1030 PCI-X Fusion®MPT Dual Ultra320 SCSI

Memary {3 vmhbal Parallel SCS1

Storage Adaphers

Storage (351, 54K, and NF3)
Metwarking

Processars

Metwork Adapters

Software Details

Licensed Features vmhba40 Properties. ..
DS and Routing kodel: iISCSI Software Adapher P &ddress:
i . ISCSI Mame:  ign.1998-01. com. vmware. dhiltgen-de w1 Dizcovery Methods: Send Targets
Vitual Machine Startup/Shtdown Sl s dhitgerdevl Targets: 1
SHMP Agents

SCSI Target O
Security Profile

IS5 Mame: igr. 1992-08. com. netapp: burton
Setvice Console Resources iSCS] Alias

Advanced Settings Target LUMs: Hide LLIM=

Path | Canonical Path Capacity | LUN ID

vmhbad0:0;0 vmhba40:0;0 TBD wmhba40:0:0
vmhbad:0:1 vmhbad:0:1 TBD wmbbad0:0:1
vmhbad40:0:2 wmhbad0:0:2 TED wmhbad0:0:2
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ISCSI Tips and Tricks

Do not use software iISCSI initiators in virtual
machines

Set console OS firewall to allow iISCSI
port traffic if using software initiator

Default ign names incompatible with nternet Servis
Enable the following services and open their rezpective firewall ports:

some targets — use this format - e waE]

[ 55H client 22

> Ign.yyyy-mm.<domain>.<hostname>:.<user D E

defl ned Strl ng> ] Software iSCSI Client 3260

CFTF servei M

> For example' |qn_2006- [ VitualCenter Heartheat ggﬁn
03.esxtest.vmware.com:esx3a-0a97886a.

Can use QLogic SANsurfer for QLA4010 setup o | ==
> Install on COS with:

* sh ./ISCSI_SANsurfer 4 01 00 _linux_x86.bin -
silent -D SILENT_INSTALL_SET="QMSJ LA"

> Start iglremote in COS, connect from remote Ul
application
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What is NAS and NFS?

What is NAS?

> Network-Attached Storage

> Storage shared over the network at a filesystem level
Why use NAS?

> A low-cost, moderate-performance option

> Less infrastructure investment required than with Fibre Channel
There are two key NAS protocols:

> NFS (the “Network File System”)

> SMB (Windows networking, also known as “CIFS”)
Major NAS appliances support both NFS and SMB

> Notably those from Network Appliance and EMC
Server operating systems also support both
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How i1s NAS Used With ESX Server?

® The VMkernel only supports NFS
> More specifically NFS version 3, carried over TCP

® NFS volumes are treated just like VMFS volumes in
Fibre Channel or ISCSI storage

> Any can hold VMs’ running virtual disks
> Any can hold ISO images
> Any can hold VM templates

® Virtual machines with virtual disks on NAS storage can be VMotioned,
subject to the usual constraints

> Compatible CPUs
> All needed networks and storage must be visible at destination
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NFS Components

NAS device or a
server with storage

ESX Server with NIC
mapped to virtual switch

Directory to share
with the ESX Server
over the network

VMkernel port defined
on virtual switch
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Addressing and Access Control With NFS

/etc/exports

/1s0 192.168.81.0/24
(rw,no_root _squash,sync)

' NIC
192.168.81.33

192.168.81.72

VMkernel port
configured with
IP address
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Before You Begin Using NAS/NFS

= Create a VMkernel port on a virtual switch

Wirkual Switch: wSwitchi

Service Consale Part Physical Adapters
Service Console QD—-E vmnicl 1000 Ful
wawifl 192, 168,36,55

Vhkemel Port
MFS Access g—-—
19 168 F |

You must define a new IP address
for NAS use, different from the
Service Console’s IP address
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Configure an NFS Datastore

m Describe the NFS share

»3 Add Storage

Locate Metwork File System
Which shared folder will be used as a WMware datasktore?

= MAS

—Properties
Metwork File System

Ready ko Complete Server: 197 168 56 131

Examples: nas, nas.it.com or 192,168.0.1

Folder liso

Example: fvols/voldjdatastore-001

[ Mount MFS read only

—Dakaskore Mame

INFSEII|

VMWORLD 2006




Configure an NFS Datastore (cont.)

= Verify that the NFS datastore has been added

Storage

Identification | Device | Capacity | Free | Type

% MFS01 19 e bR 1011 £.10 6B 5.02GB nfs
storagel vmhbal:0:0:3 60,25 B 9,64 5B wmfs3

B sharedyMs vinhbal::25:1 99,75 GB 99,14 GBE  wmfs3

Details

NF501 7.10 68  Capacity
Server: 197 166.56.151 ‘

Folder: fiso 20566 HE Used
5.02GE [O Free
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Questions
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Some or all of the features in this document may be representative of

feature areas under development. Feature commitments must not be
included in contracts, purchase orders, or sales agreements of any kind.

Technical feasibility and market demand will affect final delivery.
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