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What We Wil Talk About

= SAN connectivity
= Fibre attached devices
= RAW LUNS

= Using RAW Device Mapping (RDM)
= RDM tips and tricks
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SAN Connectivity

Server

RAID-1 Storage RAID-1 Sterage
Array (Mirrored) Array (Mirrored)
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Fibre Attached RAW Devices

= Tape Devices

= Fibre Attached Tape Devices are not
supported by ESX Server 2.5.x

= Possible future support in ESX Server 3.x

= SAN LUNS

= L UNSs presented to the server’'s HBAs are
accessible by VMkernel and VMnix
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ESX Server RAW Device Mapping

= ESX Server 2.5.x

* Types of RDM
= Physical compatibility mode
= Virtual compatibility mode

= Not with shared HBAs
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Physical Compatibility Mode

= AKA: SCSI-Passthru-rdm

Allows virtual machines to pass SCSI
commands directly to the physical hardware

RAW Disk Mapping file is created on a VMFS
volume. This mapping file, which has a vmdk
extension, points to the raw device

RDM file lock is translated to SCSI
Reservation on the LUN

Utilities like admsnap and admhost, installed
on the virtual machines, can directly access
the raw device/partition
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RDM ‘Pass-Thru’ Mode

Virtual SCSI Node:
scsi0:0
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View From the Virtual Machine

= How a Passthru-rdm is seen in the guest OS

El'ﬂ-ﬁ avskem Tools 'y —omputer

- {g] Event viewer (=] ge Disk drives

- B-g] Shared Folders ~ {=e DGCRAID 1 5CSI Disk Device |

- [#-#4] Performance Logs and Alert: - enge YMware Virtual disk SCST Disk Device
E, Device Manager § Display adapters
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View From the ESX Server Console

= How an RDM file is seen on the VMFS volume

= The file name points to the RAW LUN
= The size reflects the LUN Size with Zero blocks used
= Attribute Is “raw disk”

# vmkfstools -1M IBM-B80
Name: IBM-B80 (public)
Capacity 85896566784 (81910 file blocks * 1048576), 85888860160 (81910 blocks) awail
Permission Uid Gid Attr Bytes (Blocks) Last Modified Filename
0 raw disk 10737418240 ( 0) ©Oct 1 17:30 ntfs-rdm.vmdk -> vmhba2:0:2:0
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Virtual Compatibility Mode

= AKA: SCSI-non-Passthru

= Full virtualization of the mapped device. It
appears to the guest operating system exactly
the same as a virtual disk file in a VMFS volume

= The real hardware characteristics are hidden

= VMFES advanced file locking for data protection
and redo logs
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RDM ‘Non-Pass-Thru’ Mode

Persistent Mode Undoable Mode

Virtual SCSI Node: + [N Virtual SCSI Node:
scsi0:0 PN scsi0:0

vmhba1:0:14 ' vmhba1:0:14
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View From the Virtual Machine

= How a non-Passthru-rdm Is seen In the
guest OS

El'ﬂ-ﬁ Svskem Toals 'y ompuker

- -{g] Event viewer (=] Disk drives

. - Shared Folders . i DGC RAID 1 SCSI Disk Device

: &4 Performance Logs and Alert: {tqll YMware Virtual disk SCSI Disk Device :I
E Device Manager g Display adapkers
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VMFES vs. RDM
RDM Advantages

= Virtual machine partitions are stored in the native guest
OS file system format, facilitating “layered applications”
that need this level of access

= As there Is only one virtual machine on a LUN, you have

much finer grain characterization of the “storage
container”, and no I/O or SCSI reservation lock
contention at a LUN level. The LUN can be designed and
configured for optimal performance

= With “Virtual Compatibility” mode, virtual machines have
many of the features of being on a VMFS, such as file
locking to allow multiple access, redo logs, and VMotion
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VMFES vs. RDM
RDM Advantages

= With “Physical Compatibility” mode, it gives a virtual
machine the capability of sending almost all “low-level”
SCSI commands to the target device, including
command and control to a storage controller, such as

through SAN Management agents in the virtual machine.
An example of this is where a virtual machine tells a
storage controller to invoke a snapshot

Dynamic Name Resolution: Stores unique information
about LUN regardless of changes to physical address
changes due to hardware or path changes
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VMES vs. RDM
RDM Disadvantages

= Not available for block or RAID devices that
do not report a SCSI serial number

= Not available if FC-HBA shared with
Service Console

= No redo logs in “Physical Compatibility” mode,
only available in “Virtual Compatibility” mode
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VMES vs. RDM

= |f you think you may need the added
functionality of RDM, and can live with the
downsides, consider deploying RDM early on

= |t can be difficult to migrate from VMFES to
RDM and vice versa
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ldentifying RAW Devices

= | ocate the target
= wwpn.pl —v

WWPM 1.02 Copvright VMware 2003

Display W port nawes and VMHEL information for fikbre channel adapters

For each wvmhlba here are the corresponding Qlogic and Emulex WW Fort Nammes
Ldapter TWWEHN PCI [(decimal)

wmhbas 1 210000e08kh19fa44 (Qlogic) 6:1:0 fproc/scsifglaz300/0

winkhlbaz 10 S0060160302043dhE scsi-glal-port-0=50060160b0204dha : 50060160302043d0: ;

winhibhaz 1 S0060163302044dbhE scsi—-glal-port-1=50060160b020494dhe : 5006016330204db: ;

winhbhaz 120 2006800a0kb3174ede] scsi—-gqlal-port-2=200600a0h51Ydedb: d00600a0ba1Vdedn;

winhbaZ 13 2007 00a0kb38174ede) scsi-glal-port-3=200600a0kb31Ydedb:: 200700a0kha1Vdaedn;
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ldentifying RAW Devices

= | ocate the LUN'’s primary HBA
= vmkmultipath -g

and multipath information follows:
vinlhbaO:0:0 (202,378 ME) has only 1 path.

vinlhbaz:0:0 (21,217 ME) has 2 paths. Policy i=s mru.
vinldoas :0: 0 gl [preferred)
vinhbhaz i 1:0 on  (actiwve)

vmhhaEﬂEZZ} 10,240 HE] has 2 paths. Policy i=s mru.

vinhlbhaz 102 [actiwve, preferred)
vilhbhaz 1 1: 2

vinhbhaz:2:1 (81,217 ME) has 2 path=s. Policy 13 mru.
vinhhazZi2:1 on (actiwve, preferred)

winhbhaz 1301 (mhyl
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ldentifying RAW Devices

= | ocate the LUN’s Proc Node
= #|s /proc/vmware/scsi/vmhba2
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ldentifying RAW Devices

= List the LUN'’s partitions
= #cat 0:2

Wendor: DGO Model: RATD 1 Few: 0217
Type: Direct-LAccess ATNT

Id: 60 & 1 60 £9 a0 11 0 ha o4 20 28 d2 32 da 11 52 <
oilze: 10240 Mbhytes
Jueue Depth: 32

Partition Info:
Elock =size: 512
Nuam Block=: 20971520

atart aice
63 20964762
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ldentifying RAW Devices

= Virtual machine configuration

scsi0:]1.present = "TRUE"
scsil0:1.name = "IBM-B80:ntfs-rdm.wvmdk"
scsi0:1.deviceType = '"'scsi-passthru-rdm"
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How to Create RDM

= Using MUI
= Using Virtual Center
= Using vmkfstools
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Creating an RDM Using the MUI

= Use the “Configure Hardware” option to add a disk

Add Device
-+ "hat type of hardware do vou want to install?

Device Type

[El Hard Disk J Create a new wirtual disk, use an existing wirtual disk or
access a WMFS volume directly,

B retwork Adapter Attach a new network adapter to a virtual networl; of
vour choaosing,

% DWD/CD-ROM Drive Create a new virtual DWYD or CD-ROM drive to access a
systermn drive or an IS0 image.

&l Floppy Drive Create a new virtual floppy drive to access a system
drive ar a floppy image file.

'@' Generic SCSI Device Create a new virtual device that directly accesses a
systermn SCSI device,
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Creating an RDM Using the MUI
= Select “System LUNY/disk” option

Yirtual Disk
|:| Add a hard disk to vour wirtual machine,

Which type of virtual disk would you like to add?
Blanl Create a new virtual dislk,
Existing Attach an existing virtual disk to vour virtual machine,

(Systern LLIH.a“DisL:j Sive your wirtual machine direct access to a SaM LUN,
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Creating an RDM Using the MUI

= The choice is yours!

¥Yirtual Disk
|: Add a hard disk to your virtual rmachine,

Edit ¥irtual Disk Configuration

System LUNfDisk
Target LUMNADisk wrnhbaz:0:2: 10.0 G (Partitions: 1)
Disk Metadata

se Metadata

Metadata File Location |1BM-80 (vmhbaz:2:1:1): 80.0 G free =]

Metadata File Mame ' ntfs-rdm.vmdk |

Yirtual Device

Wirtual SCSI Node [o:1 =l

Compatibility

* Physical Allow the guest operating systemn to access
the underlving hardware directly,

£ wirtual allaw the wirtual rmachine to take

advantage of disk rmodes and other
features of wirtual disks,
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Creating an RDM Using the MUI

= Select “Add” option from “Edit Properties” menu

Hardware | Options | Resources |

Device | Summary |
Memary 517 MEB

&= Hard Disk 1 (3C51 0:0) F000 Me

%CD-ROM 1 (IDE 0:0) Using drive fdew)c...
&Fluppy 1 sing drive fdeswFd0
EBnIC 1 private

88 virtual CPUSs 2

=031 Cantraller 0 LSI Lagic

: Bemowe |
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Creating an RDM Using the MUI
= Select “Hard Disk”

Add Hardware Wizard

Hardware Type
YWhat tppe of hardware do pou want to inztall?

— Explanation
Add a hard disk.

(25 DVD/CDROM Drive

& Flappy Drive
BB Ethemet Adapter

@' Sernial Port

@' Parallel Part
@ Generic SCS| Device

< Back I Hewt > I Cancel
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Creating an RDM Using the MUI
= Select “System LUN”

Add Hardware Wizard

Select a Disk
Which dizk do vou want this drive to uge?

— Dizk

" Create a new vitual dizk

A wirtual dizk ig composed of one ar mare files on the host file spstern, which wil
appear as a single hard disk to the guest operating svstem. Virtual dizks can
eazily be copied or moved on the zame host or bebween hosts.

i~ Usze an existing wirual disk
Choose this option to reusze a previously configured dizgk.

[aive pour wirtual machine direct access o a SAM.

< Back I Hewt > I Cancel
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Creating an RDM Using the MUI

= Select the RAW LUN from the “Target LUN” menu

Add Hardware Wizard

Select and Configure a Raw LUN
Which LUMN would pou like to uge, and which method of access?

Target LLIM: IF'Iease Select an Eligible LUN

_ Pleaze Select an Eligible LUM
= ¥ i this LUy mhbaz-0:2-0

Select the dataztore;  [vou must select 8 dataztore to proceed| |

[ER-20 -
[Br-270
perfzim _I

sunOSa3

— Campatibilitg

= Physical  Allow the guest operating evstem to access the hardware
diresty.

= irtual Al the wirtual machine bo use Yiware disk modes and
ather advanced functionalib)

< Back I Eirizh Cancel
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Creating an RDM Using the MUI

= Again! The choice is yours!

Add Hardware Wizard

Select and Configure a Raw LUN
Which LUMN would you like bo uge, and which method of access?

Target LUM: I wrnhba2:0:2:0

'@Aap thiz LUM into a WiFS datastore

Select the dataztore:  [v'ou must zelect a datastore to proceed. ]
B2

IBM-270

perfsim

gupn2h3

— Compatibility

% Physical | Alow the guest operating system to access the hardware
directy.

™ Wirtual Alloww the wirtual machineg o uge Yiware dizk modes and

ather advanced functionality.

¢ Back I Finizh I Cancel
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Creating an RDM Using the MUI

= Note that you do not have the choice
to specify the RDM file name

¥irtual Machine Properties

Hardware |I:I|:|ti|:|ns| Resources |

Device | Summary — Phwzical LM and dataztore mapping file

Mernory 512 MB Ivmhl:uaE:El:E:Eij

= Hard Disk 1 (3C3I 000 7000 ME
I[IEM-EE{] w2k 3 vmdk )

) . — Compatability Mode
&HDF‘F“}" 1 Using drive fdew/fdd  irtual & Physical
ERnIC 1 Drivate

Using drive fdev/c...

You can locate the RDM file name here




Vmw@ffl]@lanas
virtualizenew

Creating an RDM Using the MUI

= |f the RDM file already exists, you only
have a choice of compatibility mode

Add Hardware Wizard X|

Select and Configure a Raw LUN
Which LUMN would pou like to uge, and which method of access?

Target LLIM:

= | tap this LU inta 2 YMFS datastore

Select the dataztore;  [vou must select 8 dataztore to proceed| |

[EM-270 |

perfzim
gupn2h3 LI
— Compatibility

™ Physical  Allow the guest operating system to access the hardware
directy.

" Wirtual Allovw the wirtual maching b uze Yiware dizk modes and
ather advanced functionality.

< Back I Finizh I Cancel
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Creating an RDM Using vmkfstools

vimkfstools —r <raw-device> <vmfs-
volume>:<rdm-name>.vmdk

# vmkfstools -r wvmhbaZ:0:2:0 IBM-80:ntfs-rdm.vmdk
# vmkfstools -1M IBM-80
Hame: IBM-80 (public)
Capacity 85896566784 (81910 file blocks * 1048576), 85888860160 (81910 blocks) awvail
Permission Uid Gid Attr Bytes (Blocks) Last Modified Filename
0 raw disk 10737418240 ¢ 0y oOct 3 09:48 ntfs-rdm.vmdk -> vmhba2:0:2:0

Check the VMFS volume for the resulting file

vmkfstools —IM <vmfs-volume>

Then, you need to modify the virtual machine to
use that RDM file.
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Use With Clustering

Cluster in a box Public

Virtual

Bus sharing

Virtual

Cluster across

boxes (opt.1) Shared

Physical

Physical

Shared

Virtual

Physical

N+1 Cluster Public

Physical

Physical

Do not use C.A.B. option 2
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Use With Clustering

= To add an RDM for N+1 configuration, use this
command sequence:

vmkfstools -L lunreset vmhbax.y.z.0; vmkfstools -r
vmhbax.y.z.0 path_of new rdm

All on the same line.

This temporarily resets the SCSI reservation
on the LUN to allow you to create the RDM file.
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Use With Multilayered Applications

= Requires “Physical Compatibility” mode
= Clariion Requires FLARE 19

= \White Paper at:
http://www.vmware.com/pdf/clariion_wp_ eng.pdf

= Check out SLNO12 session. Dan Weilss will

discuss using Layered App with Exchange
Server using RDM
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Using RDM For DR

MirrorView or

SAN Copy

Production Servers = = |

Windows

Windows
pplication Data

ESH&HVI@T‘
&

il

N

]

Linux Application
Data

= SnapView-

Replica of Linux
Application Data

Production

CLARIION

emote Replica
Windows
pplication Date

E=Shapvicwl

Remote Replica of
Linux Application
Data

sonapView

Replica of Linux
Application Data

Secondary

CLARIiON

DR or Backup
ESX Server

~

HARDWARE
SOFTWARE

Local SnapView
replicas for local
recovery or
backup.

Remote SnapView
replicas for remote
backup.

il
> N
@ @
M M

VMware: Virtualization layer
Intel architecture

Ll

J

At the secondary site VMware
P2V tool can be used on the
remote copy of physical server
boot devices to represent
physical servers in the virtual
environment.
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Use With SRDF

SRDF/CE for MSCS
Physical to Virtual

R1 Symmetrix R2 Symmetrix

Windows 2000
Node 2

& .

Windows 2000
Mode 1

Windows 2000
Node 1

Windows 2000
MNode 2
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Tips and Tricks

= How to list RDM files

oot@supp253 root # fmkfstools -1M /vmfs/IBM-80
ame: IBM-80 (public)
apacity 85896566784 (81910 file blocks * 1048576), 85888860160 (B1910 blocks) awvail
ermission Uid Gid Attr Bytes (Blocks) Last Modified Filename
0 raw disk 10737418240 ( 0) Oct 1 17:30(ntfs-rdm.vmdk -> vmhba2:0:2:0
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Tips and Tricks

= Importing a virtual disk to RDM

vmkfstools -1 <virtual-disk> <target rdm>

Example:

vmkfstools —1 /vmfs/localvmfs/win2000.vmdk
/vmfs/san01/w2k-rdm.vmdk

Imports win2000.vmdk to w2k-rdm.vmdk which maps to a
RAW LUN

Upon completion of import, you get prompted with the disk
geometry to use in the virtual machine configuration
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Tips and Tricks

= Using public volume with C.A.B

= Use vmkfstools to create 2 RDM files mapped to the
same LUN (one for each cluster node)

# vmkfstools -r wvmhbaZ2:0:2:0 IBM-80:ntfs-rdm.vmdk
# vmkfstools -1M IBM-80
Name: IBM-80 (public)
Capacity 85896566784 (81910 file blocks * 1048576), 85888860160 (81910 blocks) avail
Permission Uid Gid Attr Bytes (Blocks) Last Modified Filename
0 0 raw disk 10737418240 0) oct 3 09:48 ntfs-rdm.vmdk -> wvmhbaZ?2:0:2:0
# vmkfstools -r wvmhbaZ2:0:2:0 IBM-80:ntfs-rdm?.wvmdk
# vmkfstools -1M IBM-820
Hame: IBM-80 (public)
Capacity 85896566784 (81910 file blocks * 1048576), 85888860160 (81910 blocks) avail
Permission Uid Gid Attr Bytes (Blocks) Last Modified Filename
0 raw disk 10737418240 0) ©Oct 3 09:48 ntfs-rdm.vmdk -> vmhba2:0:2:0
0 raw disk 10737418240 ( 0) oct 3 10:01 ntfs-rdm?.vmdk -> vmhba2:0:2:0
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Tips and Tricks
= How to delete an RDM

¥ rm -rf /vmfs/IBM-80/ntfs-rdm.vmdk

Make sure you are deleting the correct file




Vmw@frfl]@lanas
virtualizenew

Tips and Tricks

* Booting guest from an RDM
= Use P2V to reconfigure it
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Where to Get More Information

= http://www.vmware.com/pdf/
clariion_wp_eng.pdf

= http://www.vmware.com/pdf/
esx_SAN_guide.pdf

= http://www.vmware.com/pdf/
esx25 rawdevicemapping.pdf

= http://www.vmware.com/pdf/
SRDF_wp_eng.pdf

= http://www.vmware.com/support/esx25/doc/
admin/esx25admin_cluster.htm|#998201
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Backup Slides
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VMFES vs. RDM
VMFS Advantages

= Several virtual machines and ESX Servers can share a
common LUN. This means less LUNSs to administer, and
there is a limit of no more than 128 LUN presented to an
ESX Server. This also supports VMotion

A virtual machine’s partition is represented as a single
file, making it very “portable”

They use file level locks to prevent concurrent access to
the same file

They use SCSI reservation locks to protect file system
metadata integrity
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VMES vs. RDM
VMES Disadvantages

Several virtual machines and ESX Servers can share a
common LUN, leading to possible I/O contention

A virtual machines partition is represented as a single file that
“layered applications”, that need to access data at a native file
system level, cannot

Difficult to characterize disk 1/O for a particular application, as
all the virtual machines share the same “storage container”.
Random I/O can be significant as virtual machines are
scheduled. Read cache becomes less effective, due to poor
“data locality”. Write cache can become saturated

Redo logs can generate a great deal of “SCSI reservation lock
activity, as metadata needs to be locked to “grow the file”...



Vmw@frfl]@lanas
virtualizenew

Questions?
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